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Reactivity-Selectivity Relationships. II.1 
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Abstract: A model designed to explain the mechanism of nucleophile-electrophile combination reactions based on solvation 
effects is presented, and the hitherto inexplicable TV+ correlation is rationalized. The model supports the reactivity-selectivi­
ty principle but emphasizes that solvation effects may mask its general applicability. 

The validity of the reactivity-selectivity principle has re­
cently been cast into doubt as an increasing number of 
workers have published experimental data in which the ex­
pected inverse relationship was not observed.2,3 The most 
striking of these recent reports was a series of publications 
by Ritchie and coworkers3 in which they found that the nu-
cleophilic activity of a large number of nucleophiles, in their 
reaction with electrophiles, was correlated by 

log k = log k0 + N+ (1) 

w^iere k is the rate constant for reaction of an electrophile 
with a given nucleophilic system (i.e., a given nucleophile in 
a given solvent), ko is dependent solely on the identity of the 
electrophile, and JV+ is a parameter characteristic of the 
nucleophilic system. 

The correlation expressed in (1) represents a failure of 
the reactivity-selectivity principle because JV+ values for a 
given nucleophilic system do not change with different elec­
trophiles. In other words, different electrophiles of widely 
varying structure and reactivity exhibit constant selectivity. 
The correlation is particularly striking when one takes into 
account the following factors. 

(a) The nucleophiles used belong to different classes and 
include both charged and neutral species as well as S-, N-, 
and O-based nucleophiles. 

(b) The group of electrophiles studied originally, which 
consisted of a large number of organic cations, was extend­
ed to include a number of esters. 

(c) The correlation holds for different solvents. 
(d) In spite of the correlation's fundamental simplicity, 

many facets of the mechanism of the cation-anion reactions 
were found to be completely contradictory. 

(e) The correlation, particularly in view of its generality, 
not only contradicts the reactivity-selectivity principle but 
also questions the validity of the Hammond postulate4 

which today exists as an integral part of theoretical chemis­
try. This follows since the reactivity-selectivity principle is 
based on the Hammond postulate. It has been argued that 
the reactivity-selectivity principle and the Hammond pos­
tulate need not be irrevocably tied together since the former 
represents a theoretical concept while the latter attempts to 
relate two experimentally defined quantities.23 While this 
may be the case, the justification and validity of any theo­
retical concept must ultimately depend on experimental 
confirmation, and therefore the experimental limitations 
must be clearly defined if the theoretical basis is not to be 
undermined. For the above stated reasons, a proper under­
standing of simple combination reactions is useful not only 
for itself, but also serves to probe some of the fundamental 
ideas in chemistry. 

In order to examine the precise nature of combination re­
actions, therefore, an analysis of Ritchie's work is required.3 

One of the key conclusions reached by Ritchie was that the 
nucleophile and electrophile are completely separated in the 
transition state, and that electrophile desolvation has not 
begun. This conclusion was arrived at by comparison of rate 
and equilibrium data. While the rates for nucleophile-elec­
trophile combination reactions were correlated so success­
fully by eq 1, there was no corresponding correlation of 
equilibrium constants. Thus the relative rate constants for 
reaction of a series of cations with hydroxide ion in water 
and methoxide ion in methanol remained almost constant, 
while the ratios for the corresponding equilibrium con­
stants^ varied by a factor of 104. Assuming that in the alco­
hol and ether products, hydroxide and methoxide ions have 
essentially the same steric requirements-^ and that alcohol 
and ether solvation is cation independent, the variation in 
the magnitude of equilibrium constant ratios was attributed 
to differences in cation solvation.311 This may be expressed 
as 

Gs1(E1) - Gs2(E1) * G51(E2) - Gs2(E2) (2) 

where Gs1(Ei) represents the free energy of solvation of 
electrophile 1 in solvent 1, Gs2(E1) represents the free ener­
gy of solvation of electrophile 1 in solvent 2, and Gs1(E2) 
and Gs2(E2) represent the same quantities for electrophile 
2, respectively. Now, if electrophile solvation is variable, as 
concluded by the lack of equilibrium-equilibrium correla­
tion, the question remains as to why the corresponding rate 
constants correlate so well. The solution proposed by 
Ritchie was that the solvation of the electrophile in both 
ground and transition states is essentially identical. In this 
way differential solvation effects would not be reflected in 
the relative rate constants.3' This conclusion, seemingly 
sound, is difficult to reconcile with other experimental facts. 
As pointed out by Ritchie, many inconsistencies arise. They 
are summarized as follows. 

(a) If electrophile-nucleophile distances in the transition 
state are large, and electrophile desolvation has not begun, 
it is difficult to understand why the absolute rate constants 
for the combination reaction are so electrophile dependent 
(rate constants for cation-anion reactions extend over six 
orders of magnitude). 

(b) The Bronsted plot of JV+ values3b for amines resulted 
in a Bronsted slope of approximately 0.5, which is not con­
sistent with a "reactant-like" transition state implied by a 
solvated electrophile in the transition state. 

(c) p values for reactions of substituted benzenediazon-
ium ions with a given nucleophile and reactions of arylsulfi-
nates with a given aryldiazonium ion indicated that substit-
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uent effects on rates are about half those on equilibria.5 

This result also indicates a transition state which is ad­
vanced and possesses "product-like" character. 

In view of the conflicting conclusions expressed above, it 
appeared that a thorough examination was required in 
order to reconcile the inherent difficulties. Since the major 
factor leading to the internal contradiction was the conclu­
sion that the electrophile is equally solvated both in the 
ground and transition states, we decided to base our analy­
sis on the assumption that this conclusion is incorrect, and 
in the course of such an analysis we hoped to find an alter­
native explanation for the remarkable rate correlation. 

Since it was clear that the activation energy for nucleo-
phile-electrophile reactions was essentially due to solvation 
factors and the "inherent reactivity" of the electrophile and 
nucleophile, the following analysis was conducted 

AGJs1(N1)(E1) = 01Gs1(N,) + /SiGs1(E1) (3) 

AGJs2(N2)(E1) = O2Gs2(N2) + /3,'Gs2(E1) (4) 

where AG-1Si(N1)(Ei) is the free energy of activation for re­
action of electrophile 1 with nucleophile 1 in solvent 1, 
Gs1(N1) is the free energy of solvation of nucleophile 1 in 
solvent 1, Gs1(Ei) is the free energy of solvation of electro­
phile 1 in solvent 1, AG^s2(N2)(E1) is the free energy of ac­
tivation for reaction of electrophile 1 with nucleophile 2 in 
solvent 2, Gs2(N2) is the free energy of solvation of nucleo­
phile 2 in solvent 2, and Gs2(E1) is the free energy of solva­
tion of electrophile 1 in solvent 2. O1 and o2 represent fac­
tors whose magnitude indicates the degree of desolvation in 
the transition state of nucleophile 1 in solvent 1 and nucleo­
phile 2 in solvent 2, respectively. Similarly, /S1 and /3,' repre­
sent the degree of desolvation of electrophile 1 in solvents 1 
and 2, respectively. 

The rationale behind (3) and (4) is that the free energy 
of activation in such nucleophile-electrophile combination 
reactions may be attributed to partial desolvation of both 
nucleophile and electrophile in the transition state and their 
"inherent reactivity", represented by o and /3. Subtracting 
(3) from (4): 

AAGKE1) = O2Gs2(N2) + /81'Gs2(Ei) -
O 1 G S 1 ( N O - Z S I G S 1 ( E , ) (5) 

where AAGt(E,) represents the free energy difference be­
tween the free energy of activation of electrophile 1 with the 
two nucleophilic systems. In similar fashion: 

AAGi(E2) = O2Gs2(N2) + ft'Gs2(E2) -
0IGs1(NO-ZS2Gs1(E2) (6) 

where AAGt(E2) is the difference in the free energy of acti­
vation for electrophile 2 with the same two nucleophilic sys­
tems. 

We have assumed that the nucleophile desolvation fac­
tors O1 and a2 in the reactions of nucleophiles 1 and 2 with 
electrophile 1 are the same for the corresponding reactions 
with electrophile 2. This assumption is readily justified 
since nucleophile activation, as noted in the scheme below, 
takes place in a preequilibrium step in which electrophile 
solvation is undisturbed. Furthermore, Ritchie has noted an 
approximate correlation3' between N+ parameters and the 
changes in rate constant for nucleophilic attack on methyl 
iodide on changing solvent from methanol to dimethylform-
amide.7 Since these changes have been directly attributed to 
nucleophile solvation differences in the two solvents, the 
view taken by Ritchie, that N+ values reflect nucleophile 
solvation energy, strongly supports the assumption that O1 
and a2 are electrophile independent. Subtracting (5) from 
(6): 

Energy 

Reaction Coordinate 
Figure 1. An energy diagram representing the electrophile portion of 
the electrophile-nucleophile combination reaction. Ei represents a re­
active electrophile while E2 represents an unreactive electrophile. 
Gs(E1) > Gs(E2). 

AAGKE2) - AAGt(E1) = Z32'Gs2(E2) - Z32GS,(E2) -
/3i'GS2(E,) +/8,Gs1(E1) (7) 

Now the constant selectivity observed for these reactions 
may be expressed as 

AAGt(E2)- AAGt(EO=O (8) 

Z32'GS2(E2) - z32GSl(E2) = /3,'Gs2(Ei) - /S1Gs1(E1) (9) 

Therefore, based on a model which assumes that the free 
energy of activation in nucleophile-electrophile combina­
tion reactions is attributed to partial desolvation of the nu­
cleophile and the electrophile in the transition state, the re­
lationship expressed in (9) must be satisfied as a precondi­
tion to obtaining constant selectivity and the ./V+ correla­
tion. The assumption made by Ritchie, that /S1, /3i', /32, /32' 
all equal zero, of course satisfies (9) but is not a necessary 
condition for obtaining the N+ correlation. The mechanism 
for cation-anion combination reactions proposed by Ritch­
ie3' and represented below is entirely consistent with this 
model. 

P) + (P) ^ (P)P) 
Initially solvated ions react to form a solvent-separated 

ion pair in which the anion has undergone partial desolva­
tion. The solvent-separated ion pair reacts further to form 
the intimate ion pair. This is the rate-determining step and 
involves the partial desolvation of the cation. By this ac­
count both cation and anion have undergone partial desol­
vation at the transition state. The scheme is supported by 
Atkinson6 who concluded that formation of the one solvent-
separated ion pair is anion dependent while formation of the 
intimate ion pair is cation dependent and anion indepen­
dent. 

An energy diagram which illustrates the electrophile de­
solvation process for both a reactive and an unreactive elec­
trophile is presented in Figure 1. For simplicity, the anion 
desolvation portion of the curve has been excluded. The di­
agram shows that in spite of the fact that the reactive elec­
trophile is more strongly solvated, its energy level still re­
mains above the corresponding energy level for the less re­
active electrophile. As a consequence, application of the 
Hammond postulate4 implies that since the transition state 
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for the more reactive electrophile is more "reactant-like", 
the degree of desolvation /3 will be smaller than for the less 
reactive electrophile. In other words, "inherent reactivity" 
(which may be considered the energy level of the unsolvated 
or free electrophile) is dominant over the solvation energy 
in its ability to influence the reactivity pattern of the elec­
trophile. This means that the energy term for electrophile 
desolvation, /JGs(E), is reduced for more reactive electro-
philes because /3, which is dependent on "inherent reactivi­
ty", is more sensitive to electrophile structure than Gs(E), 
at least for those solvents studied. Therefore, even though 
the reactive electrophile is more strongly solvated, it exhib­
its greater reactivity. This competition between "inherent 
reactivity" and solvation energy is most aptly demonstrated 
by reference to halogen anion nucleophilicity.8 Thus in 
aprotic solvents where "inherent reactivity" is dominant, 
the relative order of halide nucleophilicity is C l - > B r - > 
I - in spite of the fact that the solvation energy runs in the 
same order.9 In protic solvents, however, this order is invert­
ed, since now solvation energy is sufficiently large to over­
ride the "inherent reactivity". The situation for electrophile 
desolvation indicates that for the solvents studied the pat­
tern is similar to that for halogens in aprotic solvents; i.e., 
"inherent reactivity" is dominant. The anomalous results 
observed by Ritchie are consistent with this model. Thus the 
key anomaly discussed by Ritchie is the large range in abso­
lute rate constants observed for the reaction of a particular 
nucleophile with different electrophiles. For cation-anion 
of magnitude. Since the free energy of activation of the re­
action of an electrophile and a nucleophile is electrophile 
dependent (eq 3), then variation in the magnitude of 
,8Gs(E) will clearly influence the rate of reaction. For reac­
tive electrophiles, /3Gs(E) will be relatively small, while for 
unreactive electrophiles, /3Gs(E) will be relatively large. 
The anomalous Bronsted slope (~0.5) and p values ob­
served for nucleophile-electrophile reactions, as discussed 
earlier, are also consistent with the present model since they 
indicate that cation desolvation is well under way in the 
transition state. Up to this point, the model produces a con­
sistent mechanism which rationalizes Ritchie's results. 
However, the relation between this model and the reactiv­
ity-selectivity principle remains obscure. The incorporation 
of a simplifying assumption into (9) leads to a surprising 
and instructive relationship. 

Let us assume that /3i = /3j' and /32 = /32'. This assump­
tion is not arbitrary It suggests that /3 is a measure of elec­
trophile reactivity and that the degree of electrophile desol­
vation in the transition state is dependent only on the elec­
trophile and not on the solvent. Equation 9 simplifies to 

/32[Gs2(E2) - Gs1(E2)] = /3, [Gs2(E1) - Gs1(E1)] (10) 

or 

S[Gs2(E) - Gs1(E)] = constant (11) 

Equation 11 states that the degree of desolvation in the 
transition state for a particular electrophile is inversely pro­

portional to the difference in solvation energy of that elec­
trophile in two solvents. If this difference, Gs2(E) — 
Gs1(E), is thought of as a measure of electrophile solvation, 
then (11) takes on physical significance. Reactive and 
therefore strongly solvated electrophiles [i.e., large Gs2(E) 
— Gs1(E)] will undergo only slight desolvation in the transi­
tion state (/3 close to 0), while unreactive and therefore 
weakly solvated electrophiles [i.e., small Gs2(E) — Gs1(E)] 
will undergo considerable desolvation in the transition state 
(/3 close to 1). The physical significance of the above con­
clusion is that this behavior is perfectly explicable, based on 
the Hammond postulate,4 since a reactive electrophile is ex­
pected to produce a "reactant-like" transition state which is 
still considerably solvated. We conclude, therefore, that the 
constant selectivity observed in the N+ relationship may be 
viewed as resulting from the cancellation of two opposing 
effects. On the one hand, a reactive electrophile is strongly 
solvated, a factor which would tend to increase selectivity. 
On the other hand, the transition state for a reactive elec­
trophile is "reactant-like", resulting in a decrease in selec­
tivity. In the absence of complicating solvent effects, this 
latter influence operating alone would produce the normal 
reactivity-selectivity relationship. 

We feel that while the above analysis does restore a mea­
sure of validity to the reactivity-selectivity principle, it does 
so to a limited extent only. The proposed model indicates 
that solvent effects may mask its wider applicability and, 
therefore, that a thorough examination of all apparent fail­
ures in the principle be conducted with the aim of establish­
ing more clearly the limitations to which the principle may 
be bound. 

Acknowledgment. I am very grateful to Professor C. D. 
Ritchie for comments and criticisms of an early draft of this 
manuscript and to Dr. D. Kost for helpful discussions. 

References and Notes 

(1) (a) Part I. For a preliminary account of this work, see A. Pross, Tetrahe­
dron Lett., 1289 (1975). (b) For a general review on the reactivity-se­
lectivity principle, see A. Pross, Adv. Phys. Org. Chem., 14, in press. 

(2) (a) T. J. Gilbert and C. D. Johnson, J. Am. Chem. Soc, 96, 5846 (1974); 
(b) F. G. Bordwell and W. J. Boyle, Jr., IbU., 93, 512 (1971); (c) D. S. 
Kemp and M. L. Casey, ibid., 95, 6670 (1973). 

(3) (a) C. D. Ritchie, D. J. Wright, D. Huang, and A. A. Kamego, J. Am. 
Chem. Soc, 97, 1163 (1975); (b) C. D. Ritchie, ibid., 97, 1170 (1975); 
(C) C. D. Ritchie and P. O. I. Virtanen, ibid., 95, 1882 (1973); (d) C. D. 
Ritchie and D. J. Wright, ibid., 93, 6574 (1971); (e) C. D. Ritchie and P. 
O. I. Virtanen, ibid., 94, 1589 (1972); (f) ibid., 94, 4966 (1972); (g) C. D. 
Ritchie and H. Fleischhauer, ibid., 94, 3481 (1972); (h) C. D. Ritchie and 
P. O. I. Virtanen, ibid., 94, 4963 (1972); (i) C. D. Ritchie, Ace. Chem. 
Res., 5, 348(1972). 

(4) G. S. Hammond, J. Am. Chem. Soc, 77, 334 (1955). 
(5) (a) C. D. Ritchie and E. S. Lewis, J. Am. Chem. Soc, 83, 4601 (1961); 

(b) C. D. Ritchie and D. J. Wright, J. Am. Chem. Soc, 93, 2429, 6574 
(1971). 

(6) G. Atkinson and S. K. Kor, J. Phys. Chem., 71, 673 (1967). 
(7) R. Alexander, E. C. F. Ko, A. J. Parker, and T. J. Broxton, J. Am. Chem. 

Soc, 90, 5049(1968). 
(8) (a) A. J. Parker, J. Chem. Soc, 1328 (1961); (b) W. M. Weaver and J. 

D. Hutchison, J. Am. Chem. Soc, 86, 261 (1964). 
(9) E. M. Arnett, D. E. Johnson, L. E. Small, and D. Oancea, Faraday Symp. 

Chem. Soc, 10, in press. 

Journal of the American Chemical Society / 98:3 / February 4, 1976 


